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@H = o for a lossless channel
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guestion. Draw neat and comprehensive sketches wherever n »
fllustrate your answer. Assume missing data suitably if any & specify
Use of following supporting material is permitted during ex:

(Mentioned in form No.205)
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Where w is bandwidth in Hz.

(b) Consider the binary channel in fig. shown below. Let the a-p’!ﬂli DrOD
sending the binary symbol be p, and p, , where p,*p; = 1, Find the
probabilities i

P(x=o/y=0)and P(x=1/y=1) fia

Q_)A} A message source generates one of four messages randomly every =-..-. DSEx
The probabilities of these messages are 0.4, 0.3, 0.2 and 0.1 each e

message is independent of the other message in the sequence.
(i) What is the source entropy?
(i) What is the rate of information generated by this source (in bit per se

Consider 2 binary memoryless source X with two symbols X, and X; ,
Hix) is maximum when both x, and x; are equiprobable. k>

Q5. @ Write down the basic properties of Galois field.
\Jb)/ Consider the following code vectors:
o C,=[16010]

)}[' A Binary channel matrix is given by
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 that this code is a single — error correcting code.

Supposewew:shtommumyb;qaﬁ

transmitting data 0 by 000 and 1 by 111. Thsa(},l)

(i) Is this a systematic code?

(ii) If so, find the generating matrix G.
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2. x Consider the convolution encoder shown in Figure below

Input




